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Abstract—As competing industries delve into the Internet of
Things (IoT), a growing challenge of interoperability and redun-
dant deployments is magnified. Specifically, as we augment more
“things” in the IoT fabric, how will these components interact
across their heterogeneity, let alone collaborate. In this paper,
we address the core issue of component interaction and opera-
tion under the IoT umbrella. We present our contribution in the
framework of wireless sensor networks (WSNs), as a founding
block in the IoT. More importantly, we present a novel paradigm
in the design of WSNs, to build a resilient architecture that decou-
ples operational mandates from the nodes. We abstract IoT things
as wirelessly interfaced components, which introduce functional-
ity physically decoupled from their devices; boosting resilience,
dynamicity, and resource utilization. This approach dissects the
study of any IoT nodal capacity to its ‘““connected” components,
and empowers dynamic associativity between things to serve
varying functional requirements and levels. It also enables rein-
troducing only the components required to suffice for network
operation, or only those needed to meet a new requirement.
More importantly, critical resources in the network will be shared
within their neighborhoods. Thus network lifetime will relate to
functional cliques of dynamic IoT nodes, rather than individual
networks. We evaluate the cost effectiveness and resilience of our
paradigm via simulations.

Index Terms—Dynamic components, dynamic topology, hetero-
geneous architecture, intelligent things, Internet of Things (IoT),
novel paradigm, parallel-assignments, resilient protocols, sensor
networks.

I. INTRODUCTION

HE proliferation of the Internet of Things (IoT) is con-
Ttingent on how efficiently its components will interact.
More specifically, how will “things” communicate, coordinate,
and most importantly collaborate to achieve IoT operational
goals. In the broad sense, IoT will bridge sensors, actuators,
and machine-to-machine communication to enable real-time
sense-making services. This entails the operation of wireless
sensor networks (WSNs), radio identification systems (RFID)
and ultimately access networks that will enable varying access
schemes to communicate these devices (e.g., WiFi, ZigBee,
ANT+, NFC, LiFi, etc.).

On a more specific scale, how will heterogeneous compo-
nents interact in the IoT, given their operational mandates
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which might not be in alignment with other IoT compo-
nents produced by different proprietaries? Today, these things
span smart devices, sensing nodes (SNs), wearable technolo-
gies, and all the software and hardware architectures that
will support their communication. While we were successful
in standardizing many communication standards, such as the
IEEE 802 family, many of the core protocols that govern IoT
technologies are neither standardized nor interoperable. Even
if we transcend standardization, we have a fundamental chal-
lenge of functional representation for IoT components, as each
vendor is manufacturing their own components in disregard
to what is already deployed or viably accessible in a region
of deployment. Simply assuming that a communication stan-
dard (e.g., 6LowPAN) will bring together IoT components is
neither scalable nor realistic in the current market of diverse
things.

We address the challenge of IoT proliferation by lever-
aging the resilience and coordination of interaction between
things. Specifically, as WSNs form the founding block of IoT,
we will elaborate on a novel component-based design, which
enables resource sharing and resilient operation between WSN
components. This paper targets a foundational block in IoT
proliferation, as we present a framework for adaptive asso-
ciation between functional components (things) in the grand
scheme of building sensing applications. This component-
based framework will encompass sensing, communication, and
control components that realize the foundation of a scalable
and truly synergetic view of IoT. We hereafter label this
paradigm as a dynamic WSN (D-WSN) framework.

The D-WSN paradigm introduced in this paper presents
a threefold contribution. 1) Assigning network functional-
ity to individual components that dynamically associate with
active sensor nodes, to augment their capabilities as needed.
2) Re-engineering WSN operation in the IoT to accommo-
date for dynamic architectures that evolve over time to boost
resilience and lifetime, based on individual components rather
than static WSN nodes. 3) Present a deterministic model for
WSN functional lifetime in the IoT, tightly coupled with func-
tional capacity rather than individual nodes. Fig. 1 shows an
overview of the D-WSN paradigm in the IoT framework.

The contribution of D-WSN contrasts itself to novel main-
streams in WSN research, hence significant emphasis is pre-
sented in Section II to identify these mainstreams and elaborate
on their evolution. Section III follows with an explanation of
the components of the architecture, with an overarching theme
of synergy. This is followed by a description of how these com-
ponents work and communicate, and an analysis of resilience
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metricized by functionality sustenance. Our experimentation
and performance evaluation are presented in Section IV and
this paper is concluded with future work and remarks in
Section V.

II. MOTIVATION AND BACKGROUND

This section covers the main streams of research upon
which this paradigm is built. It is important to note the evo-
Iution of WSNs from the basic principles and requirements
set over a decade ago [1] to where this paper proposes to
set future architectures. Knowing the inherited architectures
and protocols from mobile ad hoc networks to WSNs and
further evolutions, brings great insights as to where bottle-
necks are identified, and sets a framework for scalable WSN
proliferation under IoT operational mandates.

A. Building WSN for Heterogeneous loT Operation

In all fairness, WSNs were application specific from
their inception, and the idea of a generic platform/protocol
was clearly eliminated early on in literature due to var-
ious tradeoffs. For example, prolonging network lifetime
came at the price of time-latency constraints for sens-
ing and communication [1], [2]. Then, as load balancing
was researched to marginalize the tradeoff, control-overhead
became a discriminatory metric [3].

This mainstream approach to WSNs suffers from two main
bottlenecks. At one end, the dominant application-specific
drive hinders WSN synergy with ubiquitous networks. At the
other, the notion of an SN as a single entity with static oper-
ational goals and functional parameters. This is a by-product
of aiming for one-time installations of sensing architectures.
Two simple notions hence followed: nodes, once deployed, are
static in terms of functionality, and the lifetime of all com-
ponents on a node are mostly capped by the failure of the
first one; being the transceiver, sensor or even the memory
unit [2]. Understanding the boundaries of defining an erro-
neous node is very crucial, yet quite commonly assumed in
WSN literature to encompass any fault in the node (software,
hardware, communication, etc.).

D-WSN paradigm under the IoT—overview of the interfacing components.

This is a fundamental hindrance to evolution in WSN pro-
tocols and operation, especially as applications tap into urban
and harsh environments where nodes (the collection of com-
ponents on a chip) are more prone to failures at any given
time. Failures as simple as unaccounted for clock drifts could
significantly impact node operation; not only for synchro-
nization, but for in-node scheduling of events and processor
operation [4]. Moreover, there is a near consensus on the “no
free lunch” design of sensor nodes. A node simply cannot
perform all possible tasks required, while maintaining homo-
geneity across nodes and prolonging network lifetime, without
sacrificing other design parameters and functionalities. This
becomes more of a problem as the requirements for WSN
applications increase in complexity and diversity; let alone
change post-deployment.

As such, this paper presents the D-WSN paradigm. It
serves operational capacity from the design phase, and intro-
duces the dynamicity of self-adapting sensor nodes capa-
ble of coping with targeted components. These components
will hold both communication interface and specific func-
tionalities, which are to be mapped to the requirements
for the whole WSN. Their locations would be adaptive to
application requirements, and they could be introduced at
network deployment and/or later on as a measure of main-
tenance as the need arises. Thus, the “dynamic” component
of D-WSN spans both functional variation through network
lifetime, and the (re)association of components with nodes
post-deployment. For example, a high-end sensor could be
probed by multiple nodes in parallel, instead of mandating
a separate installation on specific nodes.

Previous efforts in literature have presented the notion of
platforms with multiple components [5], and others focused
mainly on multiple transceivers/antennas for boosting com-
munication and evaluated their performance [3]. Other studies
investigated the possibility of having multilevel duty cycles,
to allow a node to operate in different states based on avail-
able resources [4], [6]. Nevertheless, these notions are static
by nature and are predesigned to cater for fixed application
requirements.

Here we approach four directions that have inspired evolu-
tion in WSN architectures; yet with their varying constraints.
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The first capitalizes on redundancy in components, as
a measure of resilience, and a selective mechanism to choose
the most appropriate for a given task. The second and third
probe resources from the public, via smart devices, to carry
out sensing tasks. The fourth, though now a dated contender,
exploited the simple fact that not all components need to func-
tion at maximum capacity all the time (on a single sensor
node), and hence each components was presented in multiple
operational states, each tagged with a functional capacity and
power expenditure. The following sections elaborate on these
directions.

B. Architectures With Redundant Components

As requirements for more sophisticated sensor nodes
increased, researchers investigated adding more components—
possibly redundant ones—to boost performance [3], [5]. The
extent and deviations varied significantly according to the
available platform, compatibility of components, and design
requirements. The intent varied for introducing the additional
components on a board. For adding sensing accuracy and
data fidelity, sensing boards were equipped with multiple
sensors for each phenomenon or high end ones. Dedicated
processors for data aggregation and filtering were also intro-
duced.

C. Public Sensing and LTE-A Architectures

A new paradigm of sensing has emerged in a domain called
public sensing. It builds upon research in mobile computing,
cellular networks, and WSNs. The main idea is depending on
users with smartphones, or specially supplied devices, to carry
out sensing tasks and reporting it back to a database. Many
solutions, such as Pachube [10], have been launched thereafter.
The proliferation of device to device (D2D) communication,
as well as promising directions in enabling cellular access
to heterogeneous resources, are empowering technologies in
our design directions. Recent surveys on D2D empowerment
under LTE-A [11] provide further insights into the potential
of D2D.

However, it is important to note that public sensing is
not a mainstream WSN paradigm. It lends itself to litera-
ture on data aggregation and fidelity checking, yet the core
concepts of how the two paradigms operate are different. For
one, reporting is a function of when the users (whether pas-
sively or actively) report their findings. This could be based
on dedicated hardware, generic smartphones with dedicated
applications, or simply text reporting. Most of public sensing
research takes place under the participatory sensing paradigm.

D. Current Drivers in loT Interoperability

Significant research efforts in IoT proliferation are attempt-
ing to utilize smart devices and low power sensors in the
ubiquitous operation of IoT. The core challenge of interop-
erability between all these devices remains an open issue,
especially as new architectures are presented everyday with
varying resources and attached constraints.
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To this end, recent efforts on bridging these devices are gain-
ing traction, whether on functional interoperability, or integrat-
ing collected data and information fusion. Most of the recent
work has been directed in the latter category, sine functional
interaction across heterogeneous devices proves increasingly
complex, as devices grow more diverse. Although current stan-
dardization efforts and industry alliances are attempting to
bridge operational mandates for IoT devices [11].

A more promising approach lies in IoT interoperabil-
ity over information fusion, mostly via a hub or gate-
way approach [13]. The core argument for this approach
lies in adopting a staged approach to interoperability,
whereby devices interact directly with a hub, which acts
as a bridge to other devices managed by other IoT hubs.
Blackstock and Lea [14] adopted a JSON-based catalogue
for IoT devices, named HyperCat IoT, and present in [12]
a specification for IoT hubs and devices.

E. Farticipatory Sensing Networks

The notion of enticing the crowds to carry out sensing tasks
has been approached in many ways; most dominantly now
in the domain of participatory sensing networks. Incentive
schemes that promote either “reputation” or rewards based on
monetary or credit systems, have been seen in many propos-
als. Although there is merit in the claim of crowd-intelligence,
and the dependency on ubiquitously available devices, there
are many challenges that hinder the wide scale adoption of
participatory sensor networks (PSNs).

Xie et al. [18] investigated bargain-based mechanisms to
remedy the intrinsic tendency of nodes not to take part in
PSNs. This is a growing concern as PSN systems take a toll
on smartphones when the users activate their applications, and
little consensus has been seen in establishing fairness metrics
in reporting and respective rewards [13], [14]. In fact, the case
of large scale deployments (province, country, continent, etc.)
it is often impossible to ensure predetermined trajectories and
expected paths for mobile nodes taking part in the PSN, and
their localization schemes remain a privacy issue.

E. Contrasting Network Function Virtualization

The premise of decoupling hardware from operational
capacities has been heavily investigated under network
function virtualization (NFV) and software defined net-
works (SDNs). Liang and Yu [15] presented a detailed survey
on recent directions specific to Wireless network virtualiza-
tion. While NFV focuses on virtualizing network functions
to enable rapid developments on the software side, we argue
in D-WSN for a hardware driven approach to associate sen-
sors with core nodes to derive varying sensing applications.
While the network model is described in Section III, it is
important to highlight that our goal is not to abstract the func-
tionality of underlying resources for service orchestration, but
to focus on resiliently reassigning sensing resources to sens-
ing/core nodes to maintain network functionality post-failures,
and enable a dynamic load distribution of functionalities and
failure mitigation post-deployment.
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However, it is important to note the potential of adopting an
NFV view of D-WSN, to facilitate service orchestration and
software-driven management of sensing tasks that are built
on a resilient infrastructure. This presents an open research
issues and will further propagate the design advantages of
D-WSN. This could further extend to capitalize on SDNs [12],
where the underlying D-WSN architecture could be viewed as
a service enabler, albeit with intrinsic resilience capabilities,
potentially fine-tuned by the network management, and control
planes.

G. Nodes With Multioperational Levels

As the cost of individual MEMS components
(e.g., transceivers and sensors) dropped, a new feasible
possibility came to be. Introducing multiple components
on the same node, i.e., redundant ones, and experimenting
with switching individual components on an off, in studied
combinations, to conserve power. Not only would it serve
power conservation for network longevity [4], but it also
enables introducing higher end nodes that have multiple
capabilities, switched on upon need.

DMULD presented, in [6], a deterministic operational man-
date for a decentralized network of duty cycled nodes. Yet the
duty cycling took place on the component level. The operation
of nodes, intra-node coordination, and decentralized approach
highlighted the potential of nodes with multiple capacities, to
metamorphically adapt to applications and network failures.

III. COMPONENT BASED D-WSN ARCHITECTURE

The architecture of our D-WSN is intrinsically different than
traditional WSNs.! The core difference is how functionality (of
components) are decoupled from the main platform of SNs.
Thus, performing a task now is a utilization and virtual cou-
pling problem, involving multiple entities and less resources
over the whole network.

D-WSN has three core goals. First, to boost dynamicity and
generic design as a paradigm shift in WSNs. Second, potenti-
ate a broader platform for application independent components
that scale over time. Third, establish a utility-based quantifier
to the choice of resources matched to each functional request.
That is, establishing a paradigm that would allow different
resources to compete for carrying a given task, whereby the
SN would choose among them.

The following sections dissect the D-WSN paradigm and
present the three main components, namely the dynamic sens-
ing (core) nodes, resources dubbed dynamic components, and
components with remote-wakeup capability. These compo-
nents are presented in contrast to traditional WSN components,
eliciting the core differences in paradigms, and mode of
operation.

A. Network Model

The D-WSN will be comprised of three components. First,
dynamic core nodes (DCNs) which will form the topology of
the communicating network. Each DCN will attach itself to

L An abbreviated version of this model appeared in [14].
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Fig. 2.  Design and components of a wireless DCN and a WD component,
highlighting the auxiliary remote wakeup unit which enable “dormant” mode
operation for WDCs in the IoT.

one or more wireless dynamic component (WDC). Thus, form-
ing a star-like network association with neighboring WDCs.
Finally, DCNs will communicate with each other, relaying
their data back to a sink (or multiple sinks). Thus the net-
work is formed of two types of nodes, and heterogeneous
in that sense. However, the decisions of associations between
DCNs and WDCs are all made locally within their vicinities,
in a decentralized and homogeneous manner.

B. DCNs

The DCN will form an anchor for multiple operations. It
will carry out regular sensing and communication tasks, as
per the mandate of the governing application(s). In addition,
it will interface to WDCs for one of two reasons. Adopting
a functionality that it requires but does not have, or saving its
battery/resources and “outsourcing” the required functional-
ity from a neighboring WDC. Imperatively, a utility function
will dictate the benefit in attaching to a neighboring WDC
for a given functionality, if the current DCN already has that
capability.

As depicted in Fig. 2, each DCN will encompass the typical
micro-controller unit (MCU) and a power unit. The latter could
have an energy harvesting component, as this is a growing
trend in current sensor node designs. In addition, the DCN
will have two transceiver units. The first will enable long-range
communication, between DCNs and each other, and DCN to
sink.

Two viable candidates are WiFi or DASH?7, as both could
sustain a reasonably long range communication, with varying
power demands [9]. For example, a typical DASH7-compliant
transceiver would achieve a range of 1000 m, since it operates
on a lower frequency band; 433 MHz.

The second unit will be a short range transceiver, which
would establish a parent-child relationship with neighboring
WDCs. This would typically be a ZigBee protocol stack,
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Fig. 3. WDC broadcasting its availability to neighboring DCNs, detailing
the contents of the join message.

as it operates in low-power mode, and enables communication
under the parent—child paradigm.

By design, DCNs communicate with each other over a mul-
tihop architecture. At this level, many routing and MAC
protocols could handle data communication between DCNs,
thus it is an inconsequential factor for this D-WSN paradigm.

C. Wireless Dynamic Components

The core task of a WDC is to provide functionality to its
neighboring DCNS. It could associate with one or more DCNSs,
depending on its functional resources, remaining energy and
current attachments. That is, how many DCNs is it already
serving? The components of a WDC are depicted in Fig. 2.
Most importantly, WDCs are equipped with short-range low-
power transceivers, enabling only direct communication with
DCNs. As such, a typical choice would be a ZigBee protocol
stack, whereby the WDC would function as a ZigBee end
device if the DCN is a ZigBee router [12].

A WDC would have a functionally distinct description of
its resources, as a deterministic set of attributes, as described
in [7]. All DCNs and WDCs will share a unique pool of
resource identifiers, enabling a 1-1 association between what
the WDC offers and what the DCN needs. For example, the
WDC would offer a camera with a known resolution, bitrate,
and capturing speed. We will assume that a table containing all
these identifiers and descriptors are known by the application
governing the operation of the network, and each functional
identifier would have a reference number. This will be com-
municated by the DCN to its neighboring DCNs, as depicted
in Fig. 3.

A WDC intrinsically serves neighboring DCNs, thus it
needs to broadcast its availability periodically. While this oper-
ation is detailed in Section IV, it is important to note that
WDCs will switch to a dormant state when it serves no DCNs,
with time wakeup timers enabling it to probe DCNs again. This
range-limited broadcasted “join” message is shown in Fig. 3.

D. Remote Wakeup

Generally, sensing nodes are deemed useless when their
batteries die. Thus, maintenance protocols in WSNs aim to
replace their functionality by introducing new ones, or leverag-
ing operation via high-density deployments to start with. In our
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D-WSN paradigm, we incorporate an important advancement
in novel designs. Recent advances in RFID systems, espe-
cially semipassive ones, enable tags to store a small amount of
data (typically 56 bytes), and report it back when interrogated
by readers. As such, we cater for the capability of high-end
DCN designs to hold short-range RFID readers. Similarly, for
WDCs to be equipped with semi-passive tags that could store
aggregated information from its resources before it runs out
of battery. As such, after a WDC loses communication with
its neighboring DCNs, and cold no longer sustain that level
of operation, it would switch into operate and store mode.
Thus, enabling a DCN with reader capabilities to interrogate
it at a later time when it comes into its range, and extract
information that has been stored over time.

We thus dub the WDC as “proactive” in its former state,
and refer to it as dormant after it drops in battery power and
transfers to the latter state. This operation and switching are
further detailed in Section IV.

IV. D-WSN IN OPERATION: THE SYNERGY
OF DYNAMIC SENSING

A core motivation for D-WSN is the overarching synergy
in its operations. The notion of a single-application WSN no
longer holds prospect, nor does that of static functionality.
More importantly, associations of nodes to functional compo-
nents require a dynamic paradigm to improve resilience and
service delivery on the long run.

We hereby detail the operation of our D-WSN paradigm,
both in terms of nodal operation, and interactions within
vicinities. The remainder of this section elaborates on the
operation of DCNs and WDCs post-deployment. Moreover,
the decentralized coordination between these components to
mitigate intermittent and permanent failures is presented.

It is important to note that we assume that all data would
be routed back to a sink, which will mandate the operation
of nodes. For larger scale deployments, WLOG we assume
that multiple sinks will dissect the operational grid to smaller
regions, whereby a single sink would manage data collection
and the dissemination of application updates.

A. Operation of D-WSN

As in any WSN, there is a mandate for a functional descrip-
tion of an application. That is, functional requirements with
spatial and temporal mandates, and predetermined QoS mea-
sures. In D-WSN, we adopt the functional descriptors of
application requirements as detailed in [1]. In addition, DCNs
and WDCs have predetermined resources that are static in their
attributes.

For example, a DCN would have a transceiver, with prede-
fined specifications at known dB levels, power consumption
at each level, data rate, protocol stack, etc. Thus, mapping
a functional requirement from an application to the known
resources in the network is a sheer assignment problem. In
D-WSN, we establish the architecture that realizes this assign-
ment, and the interactions of the components that render its
dynamic functional capabilities.
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Fig. 4. Deterministic FSM for a DCN in operation.

B. DCN in Operation

The operations of the DCN are depicted as a deterministic
finite state machine (FSM) in Fig. 4. We denote the set of
DCNs as D, where |[D| > 0 is known by the sink, and the
location of each d; € D has a predetermined set of attributes
Attr(d;). After deployment, and depending on the locations of
each d;, the sink would multicast to each d; a set of func-
tional requirements to be carried out in its region, denoted as
F(d;). Since we adopt a homogeneous operation for DCNs,
the remainder of this section will refer to a single DCN in
operation WLOG.

When d; receives F(d;), it will probe its own local resources,
denoted as R(d;), to attempt to serve them. If local resources
suffice, it will settle for that and transition into operation mode.
That is, performing its functional requirements. If not, it will
start probing its neighboring WDCs, denoted as W(d;) and
represented by

W(d;) = U wj = {j : wj active A wj in range d;} (1)
jew

where all WDCs w; € W that are currently in their proac-

tive state, and within the transmission range of the short-range

transceiver of d;. We further introduce the notion of resources

that are not in the first tier of neighborhood of d;, yet reachable

through W(d;) within a hop limit of k, computed as

U w'(@) | )

J € W(d)

Whd) = wdy

Fig. 4 details the operations thereafter, since space limita-
tion hinders a detailed description. However, it is important
to note that if neither R(d;) nor W(d;) could serve F(d;),
then d; would report back to the sink for reassessment of the
assigned functional requirements F(d;).

In this case, D-WSNs present a significant edge. That is,
the sink assigns tasks based on location, and DCNs decide in
a decentralized fashion the optimal assignment of neighboring
resources to their respective F(d;). Thus, the sink need not
encompass global knowledge of the viable resources in the
network, only the locations of current DCNs.

Hence, if a shortage of resources arises, all the application
would require is deploying WDCs in the regions of interest,
and their governing DCNs would attach to them and resume
operation. Moreover, if functional requirements change, this is
a decentralize method for assessing precise need for resources,
instead of random dense deployments.

C. WDC in Operation

The operation of WDCs is a major contributor to the
dynamic dimension of this paradigm; D-WSNs. A WDC is
placed at the time of network deployment to meet initial
functional requirements, and reintroduced later on to mitigate
failures and leverage new application requirements. As such,
WDCs play an important role in the total resource pool of the
network, enabling multiapplications to run concurrently.

At any given point, there will be W WDCs in the net-
work, where |[W| > 0 and could vary; incremented by new
deployments or reduced by failures. We note that the func-
tional requests served by W are in fact greater than |W|, since
each w; € W could serve more than one DCN, depending on
its resource attributes.

Fig. 5 details the operation of each w;. The overarching
duty of a w; is to serve neighboring DCNs. Upon deploy-
ment, it would broadcast its availability via a Join message,
depicted in Fig. 3, announcing how many more DCNs it could
serve, and the remaining time it would spend in the proactive
state. Both metrics are broadcasted to allow DCNs in arbitrat-
ing should more than one w; offer a needed resource. When
a w; reaches its maximal allowed attachments, it would turn
off its periodic broadcasting mechanism, and return to it only
when a DCN releases that connection (due to failure, change
of requirements, etc.). After all connections are released, the
WDC would go into a dormant state of sense and store, at
an increasing sleep timer till it is depleted (for future physi-
cal data extraction), or await in a passive wakeup mode if it is
equipped with a remote wakeup module. Dedicated timers dic-
tate linger time in each state before a deterministic transition
occurs (i.e., triggering the transitioning).

D. Resilience Model

Any component in a WSN is prone to failure. The core
objective of D-WSN is designing a network that is resilient to
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various types (and durations) of failures, and establishing a for-
mal model for failure mitigation and recovery. We formally
define two types of failures in the D-WSN model, component
failure and network failure. We define a component failure
as the inability of a component to adhere to its functional
requirement, including the loss of communication link to an
associated DCN or WDN. For example, an MCU that ran out
of memory could no longer process data (due to failed mem-
ory module, failing bus, etc.), yields a component failure in
D-WSN.

We define network failure in D-WSN as the instant when
DCNs can no longer establish a backbone network to connect
all components to the sink (i.e., network partitioning stage)
or when the network cannot meet all designated functional
requests given the underlying WDCs and DCNs. More for-
mally, the D-WSN network has failed when at least one DCN
reaches the “report to sink to reassess F(d;)” state.

It is important to note that in both intermittent and perma-
nent failures, the network is designed to adapt its functionality
through periodical reassignments of tasks to WDC resources.
Failed DCNs will release the attached WDCs, opening them
up for use by other DCNs. Upon recovery from intermittent
failures, new attachments will be made as per the state machine
in Fig. 4. Similarly for WDCs, a failure will release is attach-
ment to DCNs, which would then await broadcasting from
neighboring WDCs.

To expand on the resilience of D-WSN, we present in
Fig. 6 two elaborate scenarios for functional operations that
were disrupted by different types of failures. In the base sce-
nario, we assume a single D-WSN with three DCNs and ten
WDCs, of which two WDCs are currently not associated with
any DCNs, and remain in a dormant state (DCNs 3 and 10).
The base case depicted at the top demonstrates the functional
stage of the D-WSN, after all components have converged to
their operational states (as per the state machines depicted in
Figs. 3 and 4).

In Scenario A, some failure (e.g., fire or circuit fail-
ure) result in component-level failures for WDCs 4 and 6.

Join REQ received

IEEE INTERNET OF THINGS JOURNAL, VOL. 4, NO. 2, APRIL 2017

REQ received

with availability

REQ received with
Saturated links

Operational

Operational with Tx off

Released by a Core node

Sense & store at
increasing timer
interrupt

Graceful
degradation

Low hattery threshold
wiout wakeup module

FSM detailing the deterministic operation of a WDC w; € W after deployment.

As such, their associations with DCNs B and A, respectively,
are severed. The caption below scenario A depicts the
resilience of D-WSN in reacting to these component failures,
and expands on the reassociations and state transitions for
DCNs and WDCs.

On the other hand, scenario B captures the case when a core
DCN node fails, with the ensuing impact on the core network
topology as well as attached WDCs. Also, this type of failure
is mitigated and the reaction of D-WSN is explained in the
caption.

V. PERFORMANCE EVALUATION

The performance evaluation of D-WSN was carried out
via simulations. We contrast our results to two domi-
nant paradigms in WSNs; namely mainstream homogeneous
sensing networks (HSNs) and participatory sensing net-
works (PSNs). We contend that HSNs sustain advantages in
resilience (by sheer density variation) and that PSNs benefit
from a dynamic architecture, based on the heterogeneity of
participating nodes.

D-WSNs on the other hand reap advantages from both
paradigms. The distribution of tasks between nodes is homo-
geneous, yet the network architecture is heterogeneous and
dynamic in its changing associations; between DCNs and
WDCs. The remainder of this section details the simulation
setup for this performance evaluation, and elaborates on met-
rics and parameters eliciting the performance of these three
paradigms.

A. Simulation Environment and Experiment Setup

Our simulations have been carried out over MATLAB. In all
three paradigms, the SNs/components are randomly distributed
over a fixed grid with uniform density. The grid is 500 m x
500 m. The core challenge in experiment setup was managing
equivalent scenarios. That is, ensuring that varying network
parameters would not infringe the representativeness of the
metrics.
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D-WSN in operation after DCN probed all WDCs
and WDC « DCN attachments are established VF: F(d;)

Scenario A

If WDCs 4 & 6 fail (losing all attachments), resilient D-WSN architecture reacts by:

1. Triggering “Probe WDC" state at all attached DCN nodes, namely A and B

2. DCN A will probe WDCs from WDC 6s earlier neighborhood W'(dg) and
attach to WDC 7 to take over F(d,) (since WDC 8 met its link saturation and
is inaccessible) and WDC 7 will switch to “Operational with Tx off” state iff its
saturation limit = 2. As noted, this is to stop broadcasting join messages.

3. DCN B will probe dormant nodes, and respond to Join message by WDC 3

Scenario B

If DCN C fails (breaking network topology & all its attachments) D-WSN reacts by:

1. DCNs re-establish core network topology, establishing a link DCN A <> DCN B

2. WDC 8 and WDC 9 will transition to “Operational” state, since they dropped
below link saturation threshold, and will begin broadcasting Join messages.

3. WDC 7 will switch to “Dormant” state, waiting for interrupt timer to re-
broadcast Join messages.

Fig. 6.  Two independent scenarios detailing the resilience of D-WSN to
failures of DCNs and WDCs, and the entailing reactions.

The ensuing experiments were carried on a network with
30 DCNs and 60 WDCs under the D-WSN model, and with
an equivalent 100 nodes under the HSN and PSN models.

Time to Network Failure (min)

1 1
10 15 20
Component Failure Rate (lambda)

2608

Fig. 7. Impact of failure rate (shown in decreasing occurrence, i.e., increasing
average arrival rate) on functional network lifetime (minutes).

Each WDC was triggered for association/de-association as
per energy changes or failures (detailed in Section V-C) and
following the FSM presented in Fig. 5.

B. Performance Metrics and Network Parameters

We vary network parameters of the three paradigms under
study (HSN, PSN, and D-WSN), to achieve equivalent sce-
narios in terms of functional capacity. We carry out our
experiments to evaluate the performance of these paradigms
over network-wide goals. Namely, we experiment with metrics
for energy conservation, resilience to failures and faults, and
the overall cost of the network; detailed as follows.

1) Total Energy: We measure the total energy consumed by
the network to carry out a set of functional tasks. That is, given
a certain application with a predetermined set of functional
requirements, what would be the operational energy impact
on each of the networks. We then vary the load to experiment
with network scalability, and report the total energy used in
Joules.

2) Nodal Resilience to Failures: Given a functional deploy-
ment for all three networking paradigms, we vary the failure
rates of components and nodes to measure the resilience of
the network as a whole. We adopt the definition of failures
highlighted in Section IV-D.

3) Deployment Cost: Each component in any network has
a cost. It contributes to the price of individual nodes, and
overall network design as a constraint. We thus vary applica-
tion requirements, in terms of functionalities, and study the
impact on network cost to fulfill these requirements. This is
intrinsically a monetary value, measured in units.

C. Performance Results

We report the results obtained for the three performance
metrics highlighted in the previous section, under the afore-
mentioned experiment setup. In Fig. 7, we demonstrate the
impact of increasing the functional requirements, in terms of
application functional requests (a control variable across the
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Fig. 8. Effect of increasing the functional requirements on network energy
consumption.

three paradigms) on the energy dissipation in the network.
Evidently they all show an increase in energy consumption, yet
PSNs and HSNs suffer the most due to the coupling between
nodal load and functional requirement. Thus, to perform more
functions, more nodes need to be switched on to operate,
causing the spike in power usage.

In Fig. 8, we demonstrate how nodal/component failures
impact network lifetime. We define network lifetime as the
time it takes before the network could no longer fulfill all
functional requests, as adopted by a thorough study in [2]. We
vary the occurrence (arrival) rate of faults, with exponential
interarrival times following a Poisson distribution, with aver-
ages (1) denoted on the x-axis. Evidently, the HSN paradigm
eventually loses momentum as the density of operational nodes
falls. Similarly, PSNs lose functionality due to the tendency
of public nodes to drop out (fail) as they leave the network,
and the varying density impacts availability in zones of need.

Finally, we demonstrate the hiking costs of requesting more
functional requirements in static networks. That is, in HSNs
where nodes have a 1-1 matching of functionality to density,
and PSNs where nodes may have varying capabilities, but we
still have a constraint on the number of functional requests
allowed per node. We have assigned a unit cost to each func-
tional component (e.g., Tx 2 units, MCU 1 unit, Humidity
sensor and light sensors 2 units), and contrasted the results as
depicted in Fig. 9.

VI. CONCLUSION

We argued for a dynamic paradigm that integrates IoT things
in a real-time association model. With a growing abundance of
wireless technologies that enable sensing and communication,
and interact over multiple access mediums, it is imperative
to reassess our view of what a WSN is, and how its interplay
with IoT should manifest. In the near future, most of the sens-
ing applications, especially in urban settings, will not rely on
dedicated and overpriced WSNs. In fact, sensing systems pro-
vided by smart vehicles and smartphone are already changing
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our view of WSN capabilities. However, a major hindrance in
the latter technologies is their isolated operation.

We presented a paradigm that enables dynamic nodes to
change their functional mandates post deployment, enabling
a WSN that can change its application span over time. We con-
tend that the presented DCNs will be easily replaceable with
smartphones, and WDCs will evolve from resources offered
by a myriad of wirelessly enabled devices. We realize a true
opportunity for synergy in the IoT, and hence presented this
paradigm to shift the operation of WSNs from its isolated
progression to a ubiquitous IoT enabler.

REFERENCES

[1] S. Oteafy and H. Hassanein, Dynamic Wireless Sensor Networks.
Hoboken, NJ, USA: Wiley, 2014.

[2] I Dietrich and F. Dressler, “On the lifetime of wireless sensor networks,”
ACM Trans. Sensor Netw., vol. 5, no. 1, 2009, Art. no. 5.

[3] A. B. M. A. Al Islam, M. S. Hossain, V. Raghunathan, and Y. C. Hu,
“Backpacking: Energy-efficient deployment of heterogeneous radios
in multi-radio high-data-rate wireless sensor networks,” IEEE Access,
vol. 2, pp. 1281-1306, 2014.

[4] Y. Gu, L. Cheng, J. Niu, T. He, and D. H.-C. Du, “Achieving asymmetric
sensing coverage for duty cycled wireless sensor networks,” IEEE Trans.
Farallel Distrib. Syst., vol. 25, no. 12, pp. 3076-3087, Dec. 2014.

[5] K. Mikhaylov, J. Petdjdjarvi, M. Mikeldinen, A. Paatelma, and
T. Héinninen, “Demo: Modular multi-radio wireless sensor platform for
10T trials with plug&play module connection,” in Proc. ACM Int. Conf.
Mobile Comput. Netw., Paris, France, 2015, pp. 188-189.

[6] S. M. A. Oteafy, H. M. Aboelfotoh, and H. S. Hassanein, “Decentralized
multi-level duty cycling in sensor networks,” in Proc. IEEE Glob.
Telecommun. Conf., New Orleans, LA, USA, 2008, pp. 1-5.

[71 S. M. A. Oteafy and H. S. Hassanein, “Re-usable resources in wireless
sensor networks: A linear optimization for a novel application overlay
paradigm over multiple networks,” in Proc. Glob. Telecommun. Conf.,
Houston, TX, USA, 2011, pp. 1-5.

[8] G. Degirmenci, J. P. Kharoufeh, and O. A. Prokopyev, “Maximizing the
lifetime of query-based wireless sensor networks,” ACM Trans. Sensor
Netw., vol. 10, no. 4, pp. 1-24, 2014.

[9] S. Lin et al., “Toward stable network performance in wireless sensor

networks: A multilevel perspective,” ACM Trans. Sensor Netw., vol. 11,

no. 3, pp. 1-26, 2015.

A. Munir, A. Gordon-Ross, and S. Ranka, “Multi-core embedded

wireless sensor networks: Architecture and applications,” IEEE Trans.

Parallel Distrib. Syst., vol. 25, no. 6, pp. 1553-1562, Jun. 2014.

[10]



OTEAFY AND HASSANEIN: RESILIENT IoT ARCHITECTURES OVER DYNAMIC SENSOR NETWORKS 483

[11] J. Liu, N. Kato, J. Ma, and N. Kadowaki, “Device-to-device communi-
cation in LTE-advanced networks: A survey,” IEEE Commun. Surveys
Tuts., vol. 17, no. 4, pp. 1923-1940, 4th Quart., 2015.

[12] Z. Sheng et al., “A survey on the IETF protocol suite for the Internet
of Things: Standards, challenges, and opportunities,” IEEE Wireless
Commun., vol. 20, no. 6, pp. 91-98, Dec. 2013.

[13] J. Matias, J. Garay, N. Toledo, J. Unzilla, and E. Jacob, “Toward an

SDN-enabled NFV architecture,” IEEE Commun. Mag., vol. 53, no. 4,

pp. 187-193, Apr. 2015.

M. Blackstock and R. Lea, “IoT interoperability: A hub-based

approach,” in Proc. Int. Conf. Internet Things (I0T), Cambridge, MA,

USA, 2014, pp. 79-84.

C. Liang and FE. R. Yu, “Wireless network virtualization: A survey, some

research issues and challenges,” IEEE Commun. Surveys Tuts., vol. 17,

no. 1, pp. 358-380, 1st Quart., 2015.

S. Faria and V. Kostakos, “A scalable sensor middleware for social

end-user programming,” in Mobile Context Awareness. London, U.K.:

Springer, 2012, pp. 115-131.

“ZigBee specification,” ZigBee Alliance, Davis, CA, USA, ZigBee Doc.

053474r13, pp. 344-346, 2006.

X. Xie, H. Chen, and H. Wu, “Bargain-based stimulation mechanism for

selfish mobile nodes in participatory sensing network,” in Proc. IEEE

Sensor Mesh Ad Hoc Commun. Netw. (SECON), Rome, Italy, 2009,

pp- 1-9.

S. M. A. Oteaty and H. S. Hassanein, “Component-based wireless sensor

networks: A dynamic paradigm for synergetic and resilient architec-

tures,” in Proc. IEEE 38th Conf. Local Comput. Netw. (LCN), Sydney,

NSW, Australia, 2013, pp. 735-738.

1. Koutsopoulos, “Optimal incentive-driven design of participatory sens-

ing systems,” in Proc. IEEE Int. Conf. Comput. Commun. (INFOCOM),

Turin, Italy, 2013, pp. 1402-1410.

M. A. Razzaque, M. Milojevic-Jevric, A. Palade, and S. Clarke,

“Middleware for Internet of Things: A survey,” I[EEE Internet Things J.,

vol. 3, no. 1, pp. 70-95, Feb. 2016.

[14]

[15]

[16]

(17]

[18]

[19]

[20]

[21]

Sharief ML.A. Oteafy (S’08-M’13) received the
Ph.D. degree in 2013 from Queen’s University,
focusing on adaptive resource management in next-
generation sensing networks, introducing the notion
of organic WSNs that adapt to their environment and
scale in functionality with resource augmentation
from Queen’s University, Kingston, ON, Canada, in
2013.

He is an Adjunct Assistant Professor with the
School of Computing, Queen’s University. He
co-authored Dynamic Wireless Sensor Networks
(Wiley). His current research focuses on dynamic architectures for enabling
large-scale synergy with the Internet of Things; encompassing dynamic
resource management across multiple platforms, in addition to managing the
proliferation of big sensed data.

Dr. Oteafy is actively engaged in the IEEE Communications Society. He
has been an ACM member since 2008. He is an active member of the IEEE
ComSoc Standards Association as the AHSN Standards Liaison and a mem-
ber in the ComSoc Tactile Internet standard WG. He has presented over 40
peer-reviewed publications in sensing systems and IoT. He has co-chaired a
number of IEEE workshops, in conjunction with IEEE ICC and IEEE LCN
conferences, and served on the TPC of numerous IEEE and ACM symposia.
He has delivered tutorials on big sensed data management in IEEE ICC, IEEE
CAMAD, and IEEE Globecom conferences. He serves as an Associate Editor
for IEEE ACCESS.

ih

Hossam S. Hassanein (S’86-M’90-SM’06)
received the Ph.D. degree in computing science
from the University of Alberta, Edmonton, AB,
Canada, in 1990.

He is a leading authority in the areas of broad-
band, wireless and mobile networks architecture,
protocols, control, and performance evaluation. His
record spans more than 500 publications in journals,
conferences, and book chapters, in addition to
numerous keynotes and plenary talks at flagship
venues. He is also the Founder and Director of
the Telecommunications Research Lab, School of Computing, Queen’s
University, Kingston, ON, Canada, with extensive international academic and
industrial collaborations.

Dr. Hassanein is an IEEE Communications Society Distinguished Speaker
(Distinguished Lecturer 2008-2010). He is the past Chair of the IEEE
Communication Society Technical Committee on Ad hoc and Sensor
Networks. He was the recipient of several recognitions and Best Papers
Awards at top international conferences, and has led a number of symposia
in flagship ComSoc conferences.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZapfChancery-MediumItalic
    /ZapfDingBats
    /ZapfDingbatsITCbyBT-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


